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~Analyzing the problems of multicollinearity in the data

Aboobacker Jubutfer! and Chen Janbao!

15 18 one 0f the most widely used statistical techniques foranalyzing multifactor data.
al results from the conceplually simple process of using an cquation to express the
veen a set ol variables, Regression analysis is also interesting theoretically because of
lying mathematics, Successful use of regression analysis requires an appreciation of

and the practical problems that often arise whe the technique is employed with real

imodel fitting process the most frequently applied and most popular estimation procedure
Least Square Estimation (OLSE), The significant advantage of OLSE is that it provides
ce unbinsed linear estimates for the parameters in the linear regression model.

ons both experimental and non-experimental, the independent variables tend to be
png thentselves. Then intercorrelation or multicollinearity among the imdependent variables
Avariety of interrelated problems are created when multicollinearity exists, Specially,
o midel building process, multicollingarity among the independent variables causes high
SE is used) even though the estimators are still the nunimum variance unbinsed estimators
unbiased estintitors.

ive af this paper is 1o analyze the multicollinearity among the independent variables.
ch object. five independent and one dependent standard normal pseudo-random
ables of multicollinearity dati were generated by using Monte Carlo Simulation method
ation r=0.99 between the mdependent varinbles: For data analysis purposes 100
or each variable are randomly selected, The diagnostics and dealing methods of
were analyzed and proposed respectively.

irds: Multicollinearity, Correlation matrix. Figen value, VI, Conditional indices.
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