
 

 

International Conference on Advances in Technology and Computing (ICATC 2023) 

Faculty of Computing and Technology, University of Kelaniya, Sri Lanka 

15th December 2023 

Enhanced Violence Detection Using Deep Learning. 

Praveen Bhawantha*  

Department of Computer Systems Engineering 

Faculty of Computing and Technology 

University of Kelaniya 

Sri Lanka 

1praveenbhawantha@gmail.com 

S. P. Kasthuri Arachchi 

Department of Software Engineering 

Faculty of Computing and Technology 

University of Kelaniya 

Sri Lanka 

sandelik@kln.ac.lk 

Abstract— Global violence needs to be stopped to increase 

public safety. With the increasing number of surveillance 

cameras, manual monitoring of all surveillance feeds is less 

practical. Because of that, the development of technology-driven 

solutions to detect real-time violence and inform authorities to 

prevent it has become necessary. This study focuses on finding 

a novel deep learning approach to enhance violence detection, 

specifically addressing the limitations and complexities of 

previous studies. Notably, the research utilizes proposed models 

and techniques to evaluate real-life violence scenarios captured 

in Closed-Circuit Television (CCTV) footage, overcoming the 

challenges identified and improving the accuracy of violence 

detection. Two models were proposed in this research paper. 

The model architecture consists of a multimodal approach, 

integrating two deep learning techniques, Convolutional Neural 

Network (CNN) and Long Short-Term Memory (LSTM). The 

proposed model utilizing VGG-16 with CNN layers and LSTM, 

achieved 89% accuracy on the real life violence situations 

dataset. This emphasizes the effectiveness of applying 

multimodal deep learning technique in detecting violence, 

outperforming similar research in accuracy.  

Keywords—Violence detection, Deep Learning, CNN, 

LSTM, VGG-16, CCTV, Real-life Violence 

I. INTRODUCTION 

The World Health Organization (WHO) defines violence 
as the intentional use of physical force or power against 
oneself, another person, or a group or community, resulting in 
injury, death, psychological and making harm, 
maldevelopment, or deprivation [1]. Violence affects society 
significantly. It can be either be intentional or unintentional. 
Violence cause 4.4 million deaths and that’s 8% of all deaths 
happening worldwide in 2021. From age 5-29, 60% of the top 
causes of death are injury related. Violence costs billions of 
US dollars in healthcare facilities, law enforcement, and lost 
productivity [2].  

CCTV is a crucial IoT device that has been instrumental 
in reducing violence and enhancing security. Around 85.95% 
of the current population have smartphones. These devices 
help capture and report incidents, enabling authorities to take 
necessary actions. CCTV cameras also create a sense of 
safety, encourage responsible behavior, and aid in 
investigations, making communities safer [3]. But relying 
solely on human force to identify all the violence incidents in 
real time seems impractical as it takes valuable time to 
report these incidents and sometimes the damage is 
already done
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before taking an action. Also, it often takes too long to detect, 
search, and arrest someone after a crime is committed by 
analyzing the past surveillance recordings to identify 
instigators and culprits. 

To Avoid these problems, implementing automated 
detection systems powered by AI and deep learning offer a 
promising solution. Current violence detection methods 
mainly based on two approaches which are traditional 
machine learning approach and deep learning methods. 
Traditional Machine Learning technology has shown good 
results in violence detection, but there are limitations to 
address. Some studies focus on general activity detection, 
while others explore fight scenes, raising concerns about 
accuracy compared to accurate violence detection from CCTV 
datasets. Technologies, like Latent Dirichlet Allocation 
(LDA), Support Vector Machines (SVMs), MoSIFT, HoG + 
HoF, and Harris corner detection, have been suggested for 
violence detection, but their limitations such as sensitivity to 
noise, computational intensity, and real-world scenario 
handling directly affect the efficiency [4]. 

Using deep learning techniques showed promising results 
compared to the Traditional Machine Learning methods, but 
due to these issues those approaches didn’t seem to be the best 
option. Limited Dataset Diversity and Realism occurs when 
using datasets that are staged, hockey fights, movie fights 
which wouldn’t suit for training the model to detect violence 
on CCTV. The Insufficiency of Data Quantity and Volume 
causes having a low accuracy and having less generalized 
graphs. Due to the complexity of the models that were used 
such as transformers and 3D-CNN there’s a problem in 
implementing these technologies into CCTV systems 
practically which is not good for carbon footprint as well in 
creating smart cities. And having constrained number of 
frames and low-resolution during training the data makes the 
models reduce in accuracy in recognizing the fine details and 
also the temporal patterns. Because of these a new approach 
needed to be implemented for better analysis and results. 

This study aims to develop a novel violence detection 
method utilizing real life violence and provide authorities with 
the necessary details to prevent violent events while 
promoting sustainability in smart cities. The objectives 
include finding a better dataset containing CCTV violence 
footage and real fight scenes, using different preprocessing 
methods to extract features, creating the best model to detect 
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accuracy, by analyzing existing methods to compare and 
improve. 

II. RELATED WORK 

Traditional Machine Learning methods for detecting 
violence often rely on machine learning algorithms and 
handcrafted features. These methods can predict violence 
occurrences using low-level features like human trajectories 
and motion information. However, they face limitations in 
handling complex real-world scenarios and achieving reliable 
results in rapidly changing environments. Machine learning 
techniques like SVM, Hidden Markov Model, and Binary 
Location Motion Patterns can lead to bottlenecks such as 
limited feature extraction, lack of adaptability to real-world 
scenarios, and difficulty processing high-dimensional data 
spaces [5]. 

Deep learning techniques, such as CNN and LSTM, are 
effective in capturing spatial and temporal patterns in videos. 
These techniques, combined with deep learning methods, can 
result in high accuracies, making them popular for violence 
detection systems and was used in previous works. These 
techniques are particularly useful in capturing temporal 
patterns in video data.  

      CNN can be considered as a great method to perform 

image processing task which extracts the intricate features 

from video frames making it available for efficient violence 

detection. As versions of CNNs, ResNet50, VGG-16 (Visual 

Geometry Group with 16 layers), and Inception models are 

recognized for their distinctive architectures, excelling in 

capturing spatial information and hierarchical characteristics 

[5]. CNN performs better at capturing spatial features, but 

sometimes just using that is often not enough to give better 

results. Temporal information within sequential data is 

crucial for violence detection. LSTM networks analyze 

sequential patterns and long-term dependencies, providing 

valuable insights into the temporal dynamics of actions and 

enabling the detection of violent events over time. This 

comprehensive approach offers a better solution to enhance 

violence detection [6]. 

 

      A combination of these deep learning techniques has used 

in previous works, such as using techniques like ConvLSTM 

where CNN and LSTM were combined [7]. Using techniques 

like C3D and YOLO-v3 were also there in previous works 

which was specifically used for identifying objects 

furthermore [8]. Using pretrained models such as ResNet50+ 

LSTM [9], MobileNetV2+Bidirectional LSTM to detect 

violence was also approached. Some other approaches that 

were taken are 3DCNN+LSTM and powerful models like 

transformers that also paved path to new ways of detecting 

violence. 

 

     Previous research have utilized various datasets for 

violence detection, including movie fights [10], hockey fights 

[11], and staged fights [12,13]. These datasets have been 

divided into trimmed and untrimmed collections, with 

varying video duration and annotation granularity. The 

BEHAVE dataset, developed by Brunsden et al. [12], features 

groups of 2 to 5 people engaged in various interactions. The 

Movies Fight and Hockey Fight datasets contain annotated 

video snippets from movies and hockey games, respectively 

[10,11]. Hassner et al.'s [14] Crowd Violence dataset 

specializes in detecting violence in crowded environments. 

The RGB-D dataset by Yun et al. [15] for violence detection 

records human interactions with depth information using the 

Microsoft Kinect sensor. The RE-DID dataset consists of 

real-life events taken through cameras and other devices, 

providing high-quality films with full annotations [16]. The 

RWF-2000 dataset aims to address the shortcomings of 

earlier collections by providing a more practical and 

diversified resource for violence detection research [17]. 

Some datasets contain natural and surveillance fights, which 

are comparatively better than previous ones as they are 

captured from real scenarios. 

 

     Smart-City CCTV Violence Detection (SCVD) [5] which 

contained real life violence situation CCTV footages and 

Real Life Violence Situation Dataset [14] which contained 

real life violence situations turned out to be the best datasets 

when compared to other dataset and was also utilized for 

testing in this research. Table I. shows the comparison 

between the datasets used in violence detection. 

 

TABLE I.  COMPARISON BETWEEN THE DATASETS USED FOR 

VIOLENCE DETECTION. 

Dataset Data Scale Resolution Scenario 

BEHAVE [12] 171 clips 640 × 480 Acted fights 

RE-DID [16] 30 videos 1280 × 720 Natural 

Hockey Fight [10] 1,000 clips 360 × 228  Hockey Games 

Movie Fight [11] 200 clips 720 × 480 Movies 

SBU Kinect 
Interaction [13] 

264 clips 640 × 480 
Acted Fights 

SCVD [5] 500 clips Variable  Real life violence 

Real Life Violence 
Situation [14]   

2,000 clips Variable 
Real life violence 

 

III. APPROACH 

The proposed violence detection method combines CNNs 
and LSTM networks to capture spatial and temporal 
information in video data. The CNN-LSTM Model is a hybrid 
architecture that captures both spatial and temporal 
information, making it well-suited for violence detection. The 
VGG16-LSTM model combines the CNN architecture with 
LSTM layers for violence detection in video data. The 
method's input consists of video clips from real-world 
scenarios, preprocessed to extract consecutive frames. Data 
augmentation techniques improve model generalizability. The 
generated frame sequence serves as input data for deep 
learning models, producing a binary classification label 
indicating the presence or absence of violence. Two datasets 
were used for this research which are SCVD dataset and Real 
Life Violence Situations Dataset [5,14].  

A. Data Preprocessing 

The data preprocessing pipeline in CNN-LSTM model 
involves extracting sequential frames from video clips using 
the OpenCV library. Data augmentation techniques, such as 
cropping frames to 64×64 pixels and horizontally flipping 
frames, enhance the model's robustness. To improve accuracy, 
30 frames were extracted and checked. Seed values are set for 
random number generators to ensure reproducibility. Classed 
were defined as “violence” and “nonviolence”. 
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In VGG16-LSTM model, preprocessing starts by 
extracting sequential frames from the video clips and applying 
data augmentation such as horizontal flipping. Normalization 
of pixel values is used to ensure the consistency of all the 
frames. Each video consists of 20 consecutive frames, and the 
size of an input frame is 224×224 pixels. 

The datasets were split into 80% of training and 20% and 
was changed slightly to achieve the best accuracy. 

B. Feature Extraction 

In CNN-LSTM each frame was enlarged to a consistent 
size 64×64 and normalized by dividing pixel values by 255. 
The CNN architecture, consisting of convolutional and 
pooling layers, extracts spatial patterns from processed 
frames. The output is sent to the LSTM network, which learns 
temporal connections from CNN feature maps, capturing 
motion and context information. 

VGG16-LSTM model’s frames are preprocessed by 
shrinking them to uniform size 224×224 and normalizing pixel 
values to range [0,1]. The VGG16 model, trained on 
ImageNet, is used as a feature extractor. The VGG16 network 
output is routed through to the last fully connected layer (fc2), 
which extracts high-level abstract features from frames. These 
features are fed into the LSTM network, which learns 
temporal relationships, recording motion and context data 
over time. 

C. Model Architectures 

The Convolutional Block of CNN-LSTM Conv2D layer 
uses 16 filters with 3×3 spatial dimensions, non-linearity, and 
dropout to process each frame independently, ensuring output 
feature maps have the same spatial dimensions as the input 
and the model incorporates a 32-unit LSTM layer to capture 
temporal dependencies and patterns in the sequence of 
extracted features from convolutional blocks. Fig. 1. shows 
the full architecture of the CNN-LSTM Model. 

 

Fig. 1. Full Architecture of CNN-LSTM Model 

The VGG16 model's Convolutional Block comprises five 
blocks with convolutional layers and max-pooling layers, 
reducing input spatial dimensions and increasing filters to 
capture hierarchical features, reducing channels. The LSTM 
layer in this model extracts features from the VGG16 model, 
producing a 3D tensor with dimensions of "(None,512)" and a 
tensor with dimensions of "(batch size, 512)" for further 
processing. Fig. 2. shows the architecture of VGG-16 and       
Fig. 3. Shows the full architecture of the VGG16-LSTM 
Model. 

 

 

Fig. 2. Architecture of VGG-16 Model [20] 

 

 

Fig. 3. Full Architecture of VGG16-LSTM Model  

IV. RESULTS 

The experiments were carried out using different 
approaches. Firstly, there was only one model and one dataset 
“SCVD dataset” [5] and the CNN-LSTM model. Due to poor 
quality of the dataset a new dataset was utilized which was, 
“Real Life Violence Dataset” [14]. Moreover, another method 
was approached to check which method gives the best results 
out of them which is the VGG16-LSTM approach. 

The CNN-LSTM model was used with SCVD dataset and 
the results weren’t good and the main reasons were the 
quantity and the quality of the dataset were low as well as there 
were only 500 videos containing violence  and nonviolence 
altogether. The best accuracy obtained from using this dataset 
was 82% and the loss was 58.16%. And the graphs that were 
given as the results were not generalized well. 

       Because of this, the Real Life Violence Dataset was tried 

out with CNN-LSTM Model, and the main goal was to 

achieve a good generalized model with better accuracy. 

Several changes were tried to check the performance and 

Table II. shows the changes that were done and the accuracy 

and loss according to that.  

TABLE II.  ACCURACY AND LOSS WITH THE CHANGES MADE 

Test Accuracy Loss 

Initial State 79% 47% 

Running model for 100 epochs 80.15% 43.16% 

Changing preprocessing techniques 81.75% 40.64% 

Changing the frames from 20 to 30 86.60% 47.07% 

Running for 100 epochs + 30 frames 87% 40.42% 

 

By doing these changes, compared to the previous dataset, 
better results were achieved. But still, the generalization 
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problem was there. Fig. 4. shows that the graphs are not 
generalized even at their best accuracy and loss results. 

 

 

Fig. 4. Best Results graphs of Real Life Violence Dataset in CNN-LSTM 
Model.(a) Total Loss graph respective to its validation (b) Total Accuracy 

graph resective to its validation. 

      Since there was an issue with the generalization, another 

approach was taken to get better accuracy and a better 

generalized graph. Because of that, VGG16-LSTM Model 

was tried out. Table III. shows the changes that were made 

and the accuracies and the losses over the changes in batch 

size and epochs. 

 

TABLE III.  ACCURACY AND LOSS WITH THE CHANGES MADE 

Batch Size Epochs Accuracy Loss 

4 200 85.35% 12.15% 

32 200 86.55% 8.16% 

256 200 84.65% 13.16% 

512 200 82.15% 16.54% 

32 500 88.50% 3.43% 

32 100 89% 3.37% 

 

Out of the tried methods, the best results were given when 
the batch size was 32 and in 100 epochs. Figure. 5. 
demonstrates the best results that were obtained by doing the 
experimental setup and these graphs were generalized when 
compared to the previous experiments carried out in CNN-
LSTM Model. 

 

Fig. 5. (a) Accuracy Graph respective its validation of the Best results of 

Real Life Violence Dataset in VGG16-LSTM Model. 

 

      

 

 

 

 

 

 

 

 

 

 

Finally, after getting the results, the model was tried out 
by getting sample videos and testing it out, this was shown 
frame-by-frame violence detection as demonstrated in          
Fig. 6. and Fig. 7. In Fig. 6. a video with violence is taken and 
split the frames and shown each frame whether it contains a 
violent act or not and in Fig. 7., a video of Nonviolence is 
taken and this is shown as a video in the notebook. 

 

Fig. 6. Model testing for violence video in VGG16-LSTM. 

 

Fig. 7. Model testing for Non-violence video in VGG16-LSTM 

V. DISCUSSION 

            Training the model on SCVD dataset: Using the 

SCVD dataset was a good approach, however using it with 

the model CNN-LSTM presented better accuracy from 

around 80%, but the generated graphs of accuracy and loss 

respective to the valid loss and accuracy didn't generalize. 

The arrived conclusions for this could be due to the videos 

being of less diversity, and the dataset being skewed to 

generalize a broader range of situations. Data augmentation 

methods didn't help improve the model as well and it showed 

Fig. 5. (b) Loss Graph respective to its validation of the Best Results of 

Real Life Violence Dataset in VGG16-LSTM Model 
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that a dataset containing more videos would present better 

graphs. 

             Based on the results gained training the model on 

Real life Violence Dataset, the performance of VGG16-

LSTM model was better than the CNN-LSTM model 

approach, and that is because in comparison the VGG16-

LSTM has the power to get a good feature extraction, as 

VGG16 model is a pre-trained deep CNN that was trained on 

a large dataset (ImageNet) and it is designed to extract high 

level of features, and also from the videos the CNN-LSTM 

trained using 64×64 resolution but VGG16-LSTM was 

trained in  224×244 resolution. Fig. 8. shows the difference 

between 224×224 and 64×64 resolution. As 64×64 image is 

pixelated that would cause issues in giving good results and 

training. 

 

 

Fig. 8. Difference between 224×224 and 64×64. (a) shows the 224×224 

extraction and (b) shows the 64×64 extraction. 

Also, VGG16 model has multiple layers and there were a 

huge number of parameters trained using it. Comparing only 

the VGG-16 Model without adding the LSTM layers it had, 

138,357,544 parameters while the 1st model only has 72,994 

combined with both CNN and LSTM. 

 

Therefore, it can be concluded that the VGG16 based model 

is far more complexed in comparison and can present more 

accuracy and better generalized graphs, however a simpler 

structure could be easily prone to underfitting and overfitting. 

 

A. TensorBoard Utilization 

TensorBoard, an opensource visualization toolkit offered 
by TensorFlow, played a major role in monitoring and 
visualizing the performance metrics like accuracy, loss and 
validation across different epochs in real-time [23]. This saved 
a lot of time by being able to identify the applied changes over 
the model behavior so that the training process can be stopped 
in the middle if the graphs doesn’t get good results such as low 
accuracy, high loss and even not generalizing. Fig. 9. shows 
one of the accuracy and lost results that was gained using 
TensorBoard in real-time and since it showed that it’s not 
going to be generalized specially comparing the loss 
respective to the validation, this helped to conclude that the 
changes made aren’t going to give a good result without 
waiting till the end of training. Most of the times it was 
possible to stop the process without waiting till the end thanks 
to the real-time results. 

 

Fig. 9. TensorBoard visualization of one of the tests carried out. (a) Total 

accuracy graph (b) Total Loss graph compared to their validations. 

B. Comparison with prior Research 

In prior research comparisons, mainly the exact dataset 
being used was considered. There were researches that 
approached the same violence detection dataset of “Real Life 
Violence detection” and a method that used the architecture 
MobileNetV2+BidirectionalLSTM that achieved an accuracy 
of 93%. But the model's main problem was the extracted 
frames, which was 16 frames per video plus the resolution was 
64×64. In comparison with my approach, 224×224 enabled a 
more detailed view of the video frames of the data set. 
Therefore, despite showing better accuracy rates, the quality 
of the model accuracy prediction is a problem. 

Another approach using the same dataset achieved a 
highest accuracy of 96% [21]. But the main problem was that 
its technique uses a method called transformers, and with its 
need of high computational power it is not suitable to capture 
CCTV footages live to provide violence detection. Even 
though they produce great accuracies [18], Implementing such 
a model will be more costly than using Deep Learning 
method. Plus, fixing issues will be difficult due to its 
complexity [19]. 

When comparing with other researches using different 
datasets and there were some researches that presented good 
accuracies after testing despite having a smaller number of 
videos causing less quality of the prediction, and some 
datasets only contained movie fights, hockey fights, staged 
acts which will provide good accuracies but they cannot be 
compared with real life violence scenarios.  

VI. FUTURE DIRECTIONS 

       The search for suitable CCTV violence datasets remains 

a significant challenge due to ethical and privacy concerns. 

So, it is a must to use a dataset where, they include real life 

violence incidents and having the concerning about the 

ethical and privacy concerns. The pursuit of less complex 

models that can be effectively implemented in real-time 

CCTV systems. This could really help in making the 

implementation easy and expand it due to the low cost and 

feasibility. This will also help to reduce the carbon footprint 

in smart cities due to less computational demand. Using 

methods to detect audio on the environment and training a 

model according to that would be beneficial as some violence 

scenarios starts verbally. Integrating algorithms like YOLO 

will broaden the violence detection capabilities as it will help 

to identify objects and that would become handy in detecting 

gun violence. 

 

Fig. 10. shows the implementation of the violence detection 

system and this can be modified by applying the things 

mentioned previously. 
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Fig. 10. Model testing for Non-violence video in VGG16-LSTM 

 

VII. CONCLUSION 

Initially, two distinct deep learning architectures were 
analyzed; CNN LSTM and VGG16 LSTM. The VGG16 
LSTM model merges VGG16 architecture with LSTM layers 
utilizing pre trained image recognition capabilities to enhance 
violence detection. In terms of accuracy and generalization 
across scenarios, the VGG16 LSTM model outperformed the 
CNN LSTM model. 

A crucial aspect of our research involved preprocessing 
and augmenting the CCTV footage dataset as ensuring data 
quality and diversity is essential, for training models.  

Using CCTV footage, violence identification can be 
advanced and future studies can explore the fusion of model 
data sources like audio and text to gain deeper insights for 
analysis. And using these techniques and implementing a 
solution will help to eradicate violence from occurring and 
create a better society.    
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