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Abstract

News in the form of web data generates increasingly large amounts of information as unstructured text. The capability of

understanding the meaning of news is limited to humans; thus, it causes information overload. This hinders the effective use of

embedded knowledge in such texts. Therefore, Automatic Knowledge Extraction (AKE) has now become an integral part of

Semantic web and Natural Language Processing (NLP). Although recent literature shows that AKE has progressed, the results

are still behind the expectations. This study proposes a method to auto-extract surface knowledge from English news into a

machine-interpretable semantic format (triple). The proposed technique was designed using the grammatical structure of the

sentence, and 11 original rules were discovered. The initial experiment extracted triples from the Sri Lankan news corpus, of

which 83.5% were meaningful. The experiment was extended to the British Broadcasting Corporation (BBC) news dataset to

prove its generic nature. This demonstrated a higher meaningful triple extraction rate of 92.6%. These results were validated

using the inter-rater agreement method, which guaranteed the high reliability.
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I. INTRODUCTION

A. Problem Formation

Open domain also known to as “domain-independent” or

“unconstraint-domain” refers to unstructured text from news

articles, magazines, World Wide Web (WWW), email text,

blogs, and social media comments, where the content is not

limited to a single domain. These are the vast information

sources among the various types of information generators

available today. The knowledge/information facts embedded

in these sources are presented using natural language text,

which is unstructured and mostly in heterogeneous formats;

thus, only humans can read and understand. However, humans

bear limited cognitive processing power, and this never-end-

ing information generation leads to the problem of informa-

tion overload. Hence, these knowledge sources are not effectively

used. 

B. Proposed Solution 

The main objective of this study is to automatically extract

surface knowledge from open-domain news sources and con-

vert it into structured formats so that it can be interpreted by

machines. We propose an approach based on the grammati-

cal structure of a sentence to extract triples with a remarkably
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