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Abstract - Machine learning models for predictions enable 
researchers to make effective decisions based on historical 
data. Automobile price prediction studies have been a most 
interesting research area in machine learning nowadays. The 
independent variables to model the price and the price 
predictions are equally important for automobile consumers 
and manufacturers. Automobile consulting companies 
determine how prices vary in relation to the independent 
variables and they can then adjust the automobile's design, 
commercial strategy, and other factors to fulfill specified 
price targets. Furthermore, the model will assist management 
in comprehending a company's pricing patterns. The ability 
of machine learning systems to predict outcomes is entirely 
dependent on the effective selection of features. In this paper, 
we determine the influencing features on automobile price 
using an integrated approach of LASSO and stepwise 
selection regression algorithms. We use multiple linear 
regression to build the model using the selected features. 
From the experimental results using the automobile dataset 
from the UCI machine learning repository, the influencing 
features on automobile price are width, engine size, city mpg, 
stroke, make, aspiration, number of doors, body style, and 
drive wheels. Training data accuracy for predicting price was 
found to be 92%, and testing data accuracy was found to be 
87%. The proposed approach supports selecting the most 
important characteristics of predicting the price of 
automobiles efficiently and effectively. This research will aid 
in the development of a model that uses the selected attributes 
to predict the price of automobiles using machine learning 
technologies.  

Keywords - automobile price prediction, feature selection, 
LASSO, stepwise selection  

I. INTRODUCTION 

One of the greatest and most important innovations in 
human history is the automobile. In 2020, almost 78 
million automobiles were produced worldwide [1]. The 
price of an automobile is determined by a number of 
distinct features and elements and the accurate car price 
prediction necessitates specialist expertise. Customers who 
purchase a new car may assure their investment to be 
worthy. The automobile consulting companies must 
comprehend the aspects that influence automobile pricing. 
The manufacturers always have attention to the elements 
which are important in estimating the price of automobiles 
and interest on how well those variables accurately predict 
an automobile's price. An automobile price prediction 
system is, therefore, needed to accurately estimate the 
automobile's price based on a range of factors. 

In the field of computer science, machine learning 
approaches have revolutionized the discipline. Automobile 
price prediction studies using machine learning approaches 
[2-6] guide better decisions and take smart actions for high 
accuracy predictions in real-time. Feature selection is one 
of the initial steps for the machine learning model 
assessment to reduce model complexity and increase model 
performance when it comes to generalization, model fit, 
and prediction exactness [7]. The problem of feature 
selection has been extensively researched in the literature 
[8-9].  Wrapper methods, filter methods, and embedding 
techniques are the most common feature selection 
approaches [10]. However, predicting an automobile's 
pricing and selecting the optimal features are complex 
tasks since automobiles have many properties but some of 
the factors only can describe the automobile price.  

In supervised machine learning algorithms, when the 
response variable is a real or continuous value, it is a 
regression problem. The relationship between one 
continuous dependent variable and two or more 
independent variables is explained by multiple linear 
regression [11], a simple machine learning approach. The 
goal of this study is to find an appropriate technique for 
choosing optimal features for the price prediction of 
automobiles. The technique of selecting the smallest 
number of effective explanatory variables can more 
properly characterize a response variable. Stepwise 
selection [11], a wrapper method, and the LASSO 
regression methods [12], an embedded method, are the 
better feature selection methods, which provide a high 
prediction accuracy, supports to improve the 
interpretability of the model by removing extraneous 
variables that aren't related to the response variable, and 
prevents overfitting. In this study, the LASSO and stepwise 
selection methods were used in a hybrid way to build an 
appropriate model for the dataset to select the optimal 
features. The LASSO method [12] has been used for 
selecting the optimal features from the numerical variables 
and removing the multicollinearity of the variables. The 
stepwise selection method has been used to find the optimal 
features from the categorical variables. The stepwise 
selection method is applied again for the selected features 
from the numerical and the categorical variables to tune the 
final optimal feature set since the feature set chosen does 
not contain any multicollinearity. We proved the 
effectiveness of this integrated approach feature selection 
method for predicting automobile prices using the multiple 
linear regression approach with the selected features.  
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II. RELATED WORK    

Supervised learning is used in the vast majority of 
actual machine learning applications. Supervised machine 
learning techniques were utilized in the literature to predict 
the price of automobiles such as linear regression analysis 
[2,4,6], k-nearest neighbours [4,6], naïve Bayes [6], 
artificial neural network [5], support vector machine [5], 
and random-forest [2-5] and decision tree [4,6]. However, 
most of the research studies are highly interested in used 
automobile datasets [2-6]. For the feature extraction, 
different strategies were used by these studies, such as 
descriptive statistics [2], the correlation between variables 
[3,4,6], and data pre-processing [5]. There were no specific 
methods, only the heuristic, and basic statistical methods, 
used in these studies for selecting the optimal features. 
These research studies utilized different datasets and filter 
out the different sets of features such as (price, kilometre, 
vehicle type, and brand) [3], (number of doors, colour, 
mechanical and cosmetic reconditioning time, used to new 
ratio and appraisal to trade ratio) [4], and (brand, model, 
car condition, fuel, age, kilowatts, transmission, miles, 
colour, doors, drive, leather seats, navigation, alarm, 
aluminum rims, AC and more) [5]. Moreover, the main 
weakness of these studies is the low number of records that 
have been used [4,6].  

Various approaches for solving the feature selection 
problem have been proposed in the literature. Wrapper 
methods [13], which use the output of an estimator or 
model in the selection process, and filter methods, which 
use heuristics to choose an ideal subset, are the standard 
strategies of feature selection. Popular regression methods 
have been used to extract the features for various prediction 
problems such as LASSO, OLS regression, ridge 
regression for Diabetes [14], LASSO for Diabetes [15], and 
LASSO for heart disease [16]. Muthukrishnan et al [14] 
proved, by decreasing the coefficients to zero, LASSO 
outperforms the other approaches. Valeria Fonti et al [17] 
showed the LASSO approach aids in the selection of a 
model with the most important properties, reduces the 
overfitting, increases the model interpretability, and has a 
very good prediction accuracy. New correlation matrices 
have been introduced in recent years that may have greater 
expressive capacity when measuring correlations between 
variables and feature selection [18-19]. However, these 
new correlation methods focus only on non-linear 
relationships rather than linear relationships. 

Many of the unique algorithms have been constructed 
using only one form of selection strategies, such as a filter, 
wrapper, or embedded optimal feature collection 
procedure. Ensemble methods recently developed 
strategies [20] to choose influenced variables for machine 
learning purposes.  In an ensemble method, multiple types 
of feature selection approaches are not taken into account. 
Furthermore, the use of ensemble feature selection is 
associated with automobile problems has not been 
investigated. Recently, optimal feature subsets formed by 
hybrid approaches combining filters, wrapper, and 
embedded feature selection approaches in medical 
datasets [21] and Gene expression data [22], which were 
performed well for feature selection. Hybrid filter-wrapper 
cluster-based feature selection method was applied for 
software defect prediction [23], short-term load forecasting 
[24], and intrusion detection systems [25]. Best of our 

knowledge, this study is the first attempt to select the 
optimal features to efficiently predict the price of a new 
automobile using a hybrid wrapper-embedded method in a 
unique approach.   

III. METHODOLOGY 

A.  Dataset 

The primary dataset was gathered from the automobile 
dataset from the UCI machine learning repository [26]. 
Each column in our collection represents a feature of the 
automobile, and each row represents one automobile. The 
dataset consists of 26 parameters, as listed in Table I, and 
the details of 205 automobiles. The outcome of the 
prediction on the automobile dataset is the price which is a 
continuous variable and predictors with both numerical and 
categorical values. 

TABLE I. DESCRIPTION OF THE ATTRIBUTES AND THE DATATYPE OF THE 

AUTOMOBILE DATASET. 

 

B. Mathematical background 

Multiple Linear Regression Model: Multiple Linear 
Regression is a statistical approach that predicts the 
outcome of a response variable by combining numerous 
explanatory variables. Multiple Linear Regression models 
can be described as below: 

𝑦𝑖  =  𝛽0  +  𝛽1𝑥1  +  𝛽2𝑥2  +  … + 𝛽𝑘𝑥𝑘  + Ɛ𝑖   (1) 

where dependent variable𝑦𝑖  explanatory variables 𝑥𝑖, 
regression coefficients 𝛽0, 𝛽1, . . . , 𝛽𝑘 , a number of 
explanatory variables 𝑘, and error term Ɛ𝑖 . 

LASSO Estimator [12]: The LASSO estimator can be 
defined by the solution to the 𝑙1  optimization problem, 
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Minimize (
‖𝒀−𝑿𝛽‖2

2

𝑛
)  subject to ∑ ‖𝛽‖1

𝑘
𝑗=1  <  t       

(2) 

where 𝑡 is the upper bound for the sum of coefficients. 

This optimization problem is equivalent to the 
parameter estimation that pursues, 

�̂�(λ) = 
𝑎𝑟𝑔𝑚𝑖𝑛

𝛽
 (

‖𝒀−𝑿𝛽‖2
2

𝑛
+  𝜆‖𝛽‖1)             

(3) 

where  ‖𝒀 − 𝑿𝛽‖2
2 = ∑ (𝒀𝑖 − (𝑿𝛽)𝑖)

2𝑛
𝑖=0 ,  

 ‖𝛽‖1 = ∑ |𝛽
𝑗
|𝑘

𝑗=1  and 𝜆 ≥  0 is that the parameter that 

controls the strength of the penalty, the high value of 𝜆, the 
greater amount of shrinkage. 

Stepwise Selection [11]: Forward and backward 
selections are combined in a stepwise selection. It starts 
with no predictors and then adds the most significant 
predictors one by one (like forwarding selection). Remove 
any predictors that no longer improve the model fit after 
each new predictor is included (like backward selection). 

C. Integrated approach for feature selection  

Predictive model training and deployment pipelines 
often include data pre-processing techniques, exploratory 
analysis, and feature engineering. In practice, cleansing 
data sets before feeding them to a learning algorithm is 
typical to increase model predictive performance and 
generalization potential. The pre-processing of the 
automobile dataset included removing inconsistent and 
noisy data and managing missing values. The detail of the 
pre-processing is described in the Feature selection section. 
A correlation matrix was used to investigate the 
dependency between variables and detect multicollinearity. 
A multiple linear regression model was initially built with 
all the 26 features in the dataset to check the r-squared 
value and the most significant features for the model. 

When we applied the LASSO [12] and stepwise 
approaches [11] separately to the automobile dataset, they 
did not perform well. Many numerical factors were 
substantially correlated with price in the correlation 
analysis; however, this was not the case for categorical 
variables. Furthermore, in the automobile dataset, 
numerical parameters were more strongly influenced by 
pricing than category factors. The LASSO and stepwise 
selection methods were therefore used in an integrated way 
to build an appropriate model for the dataset to select the 
optimal features and get predictions. The approach is 
further described with the intermediate results in the 
Feature Selection section. 

The pre-processed data split into a training dataset and 
testing dataset with ratios of 70 and 30 respectively. The 
training dataset has been used for model fitting and feature 
selection and the test data has been used for evaluating the 
prediction accuracy. An integrated approach using LASSO 
and stepwise methods was used to select the appropriate 
feature for predicting the price of automobiles. Data 
preparation and model building are processed by using the 
R programming language in Rstudio. We implemented the 
LASSO method making use of the glmnet package and the 
plotmo package in R.  

D. Price prediction process 

The selected optimal features from the integrated 
approach were used to build a model using multiple linear 
regression for predicting the price. The training set was 
evaluated first using the accuracy as r-squared. The test set 
was evaluated using the same subset of features and 
computed the accuracy. The model performance indicator 
for regression issues is based on the coefficient of 
determination, r-squared, and the percentage of r-squared 
of the price variation is explained by the variation in the 
optimum selected independent variables.  

IV. FEATURE SELECTION 

A. Data preprocessing 

The data pre-processing step consists of removing the 
inconsistent and noisy data. The missing data were also 
removed if any variable has missing values above 
50%.  The imputation process was performed for other 
predictors with a small percentage of missing values. In our 
dataset, we first find out the variables with missing values, 
and then it regresses on other variables. The missing values 
of that variable were replaced by predicted 
values. Moreover, influencing outliers are revealed, and 
taken action to remove non-influencing outliers.  

The price and log (price) histograms are shown in 
Fig.1. While the price range varies widely with a lengthy 
tail, log (price) appears to follow a normal distribution. As 
a result, the outcome of the model development and 
evaluation procedure will be log (price). 
 

 

 

 

 

 

 

Fig. 1. (a) Price and (b) log(price) histograms 

B. Data visualization and exploration 

We evaluated the variable visually using matrix linear 
plots and bar plots. The wheelbase, length, width, curb 
weight, bore, and horsepower variables have a positive 
linear relationship with price than height, compression 
ratio, and peak rpm. City mpg and highway mpg have a 
negative linear relationship with price. 

The correlation matrix of numerical attributes is 
visualized in Fig. 2. From the correlation matrix we can 
deduce that the response variable price is highly correlated 
with horsepower, bore, engine size, curb weight, width, and 
length. The price is also negatively correlated with 
highway mpg and city mpg. Some independent variables 
are highly correlated with each other such as wheelbase, 
length, width, height, curb weight, engine size, and bore. 
As a result, the vast majority of numerical variables are 
multi-correlated covariance variables. 

The correlation matrix of the categorical variables was 
created using Kendall’s Tau-b, which is visualized in Fig.3. 
From the correlation matrix, we can deduce that that price 
is highly correlated with the number of cylinders and drive 

   

(b) (a) 
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wheels. The price is also negatively correlated with the 
body style, make, and fuel type. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.2. Correlation matrix for numerical variables 

 

 

Fig.3. Correlation matrix for categorical variables 

C. Variable analysis using multiple linear regression 

Using all of the 26 variables in the dataset, a multiple 
linear regression model was created. We find out the most 
significant variables for the model using analysis variance 
(ANOVA). Table II presents the results of ANOVA.  

TABLE II: ANOVA FOR THE AUTOMOBILE DATASET 

Response Variable: log(price) 

Predictors Df   F value     Pr(>F)  
symboling            1   41.8091  1.793e-09  *** 

normalized.losses    1 1102.8527 < 2.2e-16 *** 

make   15 140.0633 < 2.2e-16 *** 

fuel.type            1 0.6761    0.41243 - 

aspiration 1   148.3762 < 2.2e-16 *** 

num.of.doors         1   52.6042 3.102e-11 *** 

body.style           4 14.2010 1.149e-09 *** 

drive.wheels         2 67.7883 < 2.2e-16 *** 

engine.location      1   4.5218    0.03533 * 

wheel.base           1 169.4448 < 2.2e-16 *** 

length 1 90.6747 < 2.2e-16 *** 

width 1 44.9671 5.324e-10 *** 

height 1 2.2505 0.13596     - 

curb.weight          1 114.3238 < 2.2e-16 *** 

engine.type          2   0.5032    0.60576 - 

num.of.cylinders     3   1.6966    0.17086     - 

engine.size          1   2.5527    0.11250 - 

fuel.system          3   3.0498    0.03094  * 

bore                 1   1.6475    0.20155 - 

stroke               1  2.0016    0.15948 - 

compression.ratio    1   4.7318    0.03139  * 

horsepower           1   0.7001    0.40427 - 

peak.rpm             1   0.0857    0.77019 - 

city.mpg             1   2.7325    0.10070 - 

highway.mpg          1   3.8492    0.05187  . 

Residuals          132        -      - - 

 

Based on the p-values of Table II, symboling, 
normalized losses, make, aspiration, num.of.doors, body 
style, drive wheels, engine.location, wheel.base, length, 
width, curb.weight, fuel.system, and compression.ratio are 
the most significant variables and other variables are not 
significant in the model. Thus, we can concern these 
significant variables for the final model.  

D. LASSO implementation  

We create a model to predict the price for the 
automobile dataset and to find out which explanatory 
variables to include in the final model using the LASSO 
regression method (In glmnet, alpha = 1 for the LASSO 
regression and alpha = 0 for the Ridge regularization). 
Glmnet generates a series of various models based on the 
tuning parameter 𝜆. To determine the influencing features, 
we first utilized the function on all of the numerical 
explanatory factors in the automobile dataset. The analyses' 
findings are depicted in Fig. 4 and Fig.5. We can see when 
each variable entered the model and how much it changed 
the response variable using these charts. From Fig. 4, lasso 
included only 10 predictors out of 15 predictors which 
removed the following predictors such as normalized 
losses, length, curb weight, horsepower, peak rpm. 

 

Fig.4. Glamnet graph for the numerical variables 

A Correlation matrix was computed for the removed 
predictors by LASSO. Curb weight and horsepower are 
highly correlated (0.7326893) with price but they are 
highly correlated with each other. LASSO handles, 
therefore, the multicollinearity problem efficiently.  

Fig.5 shows the top nine influencing predictors of 
automobile price. width, compression ratio, highway mpg, 
engine size have positively affected the model, and city 
mpg, symboling, bore, and stroke has negatively affected 
the model.  To determine the value of 𝜆, use k-fold cross-
validation to find the 𝜆 value that generates the lowest test 
mean squared error (MSE). 
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Fig.5. Glamnet graph for influencing explanatory variables 

The LASSO approach extracts different values for 𝜆 
to determine the best acceptable value for, such as 𝜆-min 
(first vertical line in Fig.6), which offers the minimum 
mean cross-validated error, and 𝜆-1se (second vertical line 
in Fig.6), which produces a model with error within one 
standard error of the minimum. At this point, we can select 
the value for 𝜆 that is most appropriate for the problem. 

Fig. 6. Cross-validation  

 

 

 

 

 

 

 

 

 

Fig. 7. Most important features 

Because the aforementioned Fig. 6 plot exhibits an 
exponential trend, 𝜆-min is not obvious in our analysis. So, 

we compute those two λ values (λ-min value =162.7058 
and λ-1se value= 543.3253) 

TABLE III: 10 X 1 SPARSE MATRIX OF CLASS 

Predictors Coefficient 
(Intercept)         1525.35581 

symboling              -     

width                 94.73858 

height                -       

engine.size          147.21568 

bore                   -      

stroke             -2760.41510 

compression.ratio    268.16365 

city.mpg            -277.45107 

highway.mpg            -      

 

From Table III, no coefficient is shown for the 
predictors symboling, height, bore, and highway 
mpg because as a result of the lasso regression, the 
coefficient was reduced to zero. This means it was deleted 
entirely from the model because it did not influence it. By 
combining the plots in Fig. 7 and Table III, we can 
conclude. The most significant numerical variables for the 
price prediction from the automobile dataset are Width, 
compression ratio, engine size, city mpg, and stroke, which 
have been selected according to the 𝜆-min value. 

E. Stepwise selection implementation 

The stepwise selection method was utilized for the 
categorical variables in the automobile dataset to find out 
the influencing features. The results of the stepwise 
selection regression method are shown in Table IV. 

 TABLE IV: STEPWISE SELECTION METHOD’S OUTCOME OF THE 

CATEGORICAL VARIABLES 

 

 

 

 

 

 

 

The above results (Table IV) present the final step of 
the stepwise selection for categorical predictors from the 
automobile dataset. From this method, seven influencing 
predictors are filtered such as make, aspiration, number of 
doors, body style, drive wheels, number of cylinders, fuel 
system.  After that, we have applied the stepwise selection 
method to selected numerical and categorical predictors 
selected from lasso and stepwise selection. 

The results (Table V) present, width, engine size, city 
mpg, stroke, make, aspiration, number of doors, body style, 
drive wheels, number of cylinders, fuel system are filtered 
out by stepwise selection method from the dataset. 
Predictors selected by the stepwise method are analysed by 
ANOVA. From the ANOVA (Table VI), the number of 

log(price) ~ make + aspiration + num.of.doors + body.style +  

    drive.wheels + num.of.cylinders + fuel.system 

                    Df      Sum of Sq             RSS          AIC 

+ engine.location    1        0.00903               2.3681      -436.75 

+ engine.type        3        0.01134               2.3658      -432.87 

- body.style         4        0.29426               2.6714      -431.56 

- aspiration         1        0.28457               2.6617      -426.02 

- num.of.doors       1        0.51683               2.8940      -415.48 

- fuel.system        4        0.72231               3.0994      -412.84 

- num.of.cylinders   3        0.71775               3.0949      -411.02 

- drive.wheels       2        0.78058               3.1577      -406.49 

- make              15      2.88326               5.2604      -368.19 
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cylinders and fuel systems are not significant. So, we 
removed them from the model.  

TABLE V: STEPWISE SELECTION METHOD’S OUTCOME OF THE SELECTED 

NUMERICAL AND CATEGORICAL VARIABLES 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

V. PRICE PREDICTION 

The integrated approach's best attributes (width, 
engine size, city mpg, stroke, make, aspiration, number of 
doors, body style, and drive wheels) were used to create a 
model that employed multiple linear regression to forecast 
the price. We obtained 92% accuracy for the price 
prediction using the training set. We evaluated the final 
model using the testing dataset and we obtained 87% 
testing accuracy. The high r-squared values show that the 
selected independent variables with the hybrid feature 
selection method truly determine the price of automobiles. 
To reduce the overfitting problem and improve 
interpretation capabilities, the number of features in the 
chosen algorithms was maintained as minimal as possible.  

The experimental results suggest that a hybrid 
approach integrating LASSO (embedded method) and 
Stepwise (wrapper method) regression techniques provides 
a high level of prediction accuracy and a reasonable rate of 
feature reduction. For the proper comparison with other 
approaches in the literature, no study in the literature uses 
the UCI machine learning [26] repository data to predict 
automobile prices. Some researchers used this automobile 
dataset for various purposes such as data-guided approach 
to generate multi-dimensional schema for targeted 
knowledge discovery [27], mapping nominal values to 
numbers for effective visualization [28], and attribute 
identification and predictive customization [29].  

VI. CONCLUSIONS 

The study presented a hybrid approach to select the 
optimal features to build an efficient model for the price 
prediction of automobiles. First, the dataset is analysed and 
pre-processed for the model building and then split the 
dataset into train and test datasets. Next, the feature 
selection was conducted using the training dataset using 
lasso and stepwise selection regression methods in an 
integrated way. The most relevant features for the 
prediction of automobiles are width, engine size, city mpg, 
stroke, make, aspiration, number of doors, body style, and 
drive wheels. These optimal features were evaluated in the 

multiple linear regression model with training dataset 
accuracy of 92% and testing dataset accuracy of 87% 
respectively. The findings show that combining embedded 
and wrapper feature selection to build a hybrid form of 
feature selection yields better outcomes. 
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