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“To know the causes of a disease and to understand
the use of the various methods by which the disease
may be prevented amounts to the same thing as being
able to cure the disease.”

– Hippocrates

What is causal modelling?

Causes necessarily precede effects (1). In epide-
miology, the causal links of exposures and outcomes
are studied to assist in deciding on appropriate statistical
analysis, thus as close as possible to answer the causal
question at hand. Causal modelling is a term applied to
a wide variety of formal methods for representing and
facilitating inferences about causal relationships (2).
Causal graphs are used as an approach to visualize the
causal links between exposures and outcomes, and
are considered as tools for understanding the network
of structures and relationships between variables. In
epidemiology, causal graphs, causal diagrams and
directed acyclic graphs (DAG) are synonymously used
(1). DAG approach is likely to reduce the degree of
bias for effect estimate in the chosen causal relationship,
as it could detect and thereby assist in the control of
confounding and selection bias (3).

DAG

DAG is useful for depicting a causal structure in
epidemiological settings (1). It is a flow chart that
visualizes the whole causal aetiological network and is
of use for embedding causality in a formal causal
framework.
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As the name indicates DAG stands for;

• Directed: All arcs in a DAG are arrows
indicating causal effects

• Acyclic: No arrows from descendants to
ancestors

• Graph: A picture of nodes (variables C, X, Y)
and ‘arcs’ or ‘edges’ (arrows) encoding
relationships between variables

DAG allows for better insights into the assumed
causal mechanisms, and can assist in the selection of
factors to adjust for, in order to remove their con-
founding effect. Therefore, DAG is useful for selecting
variables for a multivariate model such as logistic
regression and cox regression models. In some
situations, controlling a single variable is sufficient for
removing the confounding effect of two or more
factors. Therefore, DAG is useful to identify a minimum
but a sufficient set of factors, to adjust for their
confounding effects. This structured approach serves
as a visual aid in a scientific discussion by presenting
the underlying relations explicitly. It can depict and be
used to explain all types of bias including information
bias. Owing to these advantages, DAG may be more
preferable over traditional methods for identifying
sources of confounding, especially in complex research
questions (4).

DAG provides a way to organize the covariates
based on the best possible assumptions. Before starting
to draw the DAG, an investigator needs to identify the
variables that might be important in answering the
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research question at hand. The potential variables are
identified based on subjective priori assumptions and
knowledge, reported literature and theoretical
considerations and expert opinion (1, 5). It is important
to note that DAG should not be limited to measured
variables from available data or measured data; they
must be constructed independent of the available data
and background knowledge of the causal network,
linking effect to the outcome (1, 3, 5).

Creating a DAG

In the causal DAG approach, an arrow connecting
two variables indicates causation; variables with no
direct causal association are left unconnected (1, 6).
The most important aspect when constructing a causal
DAG is to include in the diagram any common cause
of variables on the DAG. Exogenous variables may be
included or omitted from the DAG. However, it is
important to include common causes on the DAG to
be considered causal (cause and effect). The
association between exposure (X) and outcome (Y) is
spurious due to confounding. Confounding is a
common cause for a perceived disease exposure
association (7). Causal diagrams can help to identify
the set of confounders that could be controlled for
during analysis and other confounders could be
discarded based on DAG (6). One DAG may not be
sufficient to answer a complex clinical question.
Multiple DAGs may be constructed and statistical
associations observed from available data may be used
to evaluate the consistency of observed probability
distributions with the proposed DAGs. Statistical
analyses may be undertaken as informed by different
DAGs, and the results can be compared (3).

Terminology used in DAG

DAG contains directed edges/arcs (arrows),
linking nodes (variables), and their paths.

A path is a sequence of unbroken arrows (edges)
connecting two variables (nodes), irrespective of the
number or direction of arrows (3, 8).

Example:  X⎯→  B ⎯→ Y

In this example, the directed path is from X to Y,
then X is an ancestor (cause) of Y and Y is a descendent
(effect) of X. The node B lies in the causal pathway
between X and Y and is considered an intermediate or
mediator variable on the directed path (3, 8). Controlling
for mediators leads to a biased estimate of the exposure-
disease relationship.

However, it should be remembered that DAGs
are acyclic and no node can have an arrow pointing to
itself, and all edges must be directed (contain arrows)
as causes must precede the effect, as shown in the
below example.
Example: X ←⎯  C ⎯→ Y

A collider is a variable, which has two or more
arrows pointing into it meaning “arrows collide”. Bias
can be introduced to a study due to conditioning
(restricting or analysis) on a collider (3, 8-9).
Example: X ⎯→ B ⎯→ U←⎯Y
U is a collider on the path.

A path is blocked if it contains a collider (8) i.e.
associations are not transmitted across colliders.
Example: X ⎯→ B ⎯→ U←⎯Y
X is not associated with Y.

Controlling for mediators and modifiers leads to
a biased estimate of the causal relationship. Controlling
for collider may lead to the induction of a causal
pathway between two other factors, which may
subsequently introduce confounding bias. DAG allows
the researcher to oversee all information needed and
to judge whether controlling for a certain factor might
introduce confounding and/or colliding bias (4).

An unblocked path is called open.
Example: X⎯→ B⎯→ U  or  X ←⎯ C ⎯→ Y
It transmits associations along it.

A path between X and Y is blocked or closed, if it
contains a non-collider that has been conditioned
(controlled for) or a collider that has not been con-
ditioned on and no descendants of the collider have been
conditioned on; otherwise it is unblocked or open (10).

Figure 1.  Hypothetical DAG used to illustrate the
open backdoor path rule
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 As shown in Figure 1, a front door path from X
to Y represents a causal effect of X on Y. i.e. X ⎯→ Y.
A back door path from X to Y is a path going out
the “back door” of X via the head of an arrow. i.e.
X ←⎯  C ⎯→ Y (8).

Back door paths may correspond to potential
confounding bias. For the purpose of controlling for
confounders, the investigator should identify all
backdoor paths. Confounding is present if the exposure
and outcome are still connected other than the direct
effect (1, 8). Also, it is important to note that the
backdoor paths already blocked by a collider should
be disregarded, hence could be deleted (1).

Example: X ←⎯ A  ⎯→ C ←⎯ B ⎯→ Y

Controlling for collider may lead to induction of a
causal pathway between two other factors, which may
subsequently introduce confounding bias.

Example:

The path between L and A is open after
conditioning on D (a collider).

DAG allows the researcher to oversee all
information needed, to judge whether controlling for a
certain factor/s might introduce confounding and/or
colliding bias. Restriction of the study population in
relation to a collider may introduce bias to the exposure-
disease association. The same will happen in a matched
design where the matching factor is a collider.

After depicting the DAG diagrammatically for the
purpose of analysis, the researcher needs to list out all
possible backdoor pathways and unblocked pathways.
Afterwards, he should identify a set of covariates that
would block all still existing open backdoor paths by
adjusting.

 This is referred to as the minimally sufficient
adjustment set (MSAS). As shown in Figures 1 and 2,
the MSAS is C. Adjusting for C would block all open
backdoor paths (1). Generally, the more steps in the
path between nodes, the weaker the effects.

Uses of DAG

• Encodes assumptions about the research

question and the factors under study

• Makes those assumptions explicit and open
for debate

• Provides a unifying link between DAG causal
model and the statistical model used to make
causal inference

• Makes us explicitly examine potential bias
paths such as confounding bias, selection bias
and information bias

In addition to the causal DAG that is described
above, there is another called probabilistic DAG.
In a probabilistic DAG, cause and effect are non-
symmetrical while the strength or direction of asso-
ciation is not shown (1).

Figures 3 and 4 give two examples for a DAG.

Figure 2. Finding the backdoor paths after
eliminating the exposure outcome relationship and
identifying the colliders

X ←⎯ A  ⎯→  C ←⎯ B ⎯→ Y

X ←⎯ C  ⎯→  B ⎯→ Y

X←⎯ A  ⎯→  C ⎯→ Y

X←⎯ C  ⎯→  Y

Figure 3. DAG for the association between
headache and stroke
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Based on the above example (Figure 4) to illustrate
the association between salt intake and hypertension,
the minimal sufficient adjustment sets (MSAS) for
estimating the total effect of salt on hypertension:

• age, alcohol, diabetes, gender, genetics, high
lipids, obesity, ethnicity, renal failure, socio-
economic status or

• age, gender, genetics, race, renal failure,
socio-economic status, unhealthy diet

Hence, either one of the above adjustment sets
is sufficient for estimating the effect of salt on
hypertension.

Figure 4. DAG using Dagitty to illustrate the
association between salt and hypertension
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