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Abstract 

Disorders in heart condition refer to heart disease. Several risk factors 

are associated with causing the heart disease. Physical inactivity and 

smoking are leading risk factors among other risk factors. The aim           

of this study is to investigate the relationship of heart disease with 

physical activity and smoking. Regression analysis is one of the key 

areas that can be utilized in finding the relationship of variables. By 

considering heart disease as the output variable (dependent variable) 

and correlated other factors as input variables, one can model the 

relationship through multiple linear regression. Fuzzy regression is               

an application of fuzzy platform for conventional regression analysis. 

Fuzzy regression analysis gives a fuzzy relationship between 

dependent and independent variables which represents vagueness in 

the data. The input data may be crisp values or fuzzy numbers            

whereas the conventional ordinary least squares regression can handle 

only crisp measures. The model output is in the form of fuzzy 

representative which has lower and upper approximation models to 

represent the fuzziness of the output. Fuzzy models are especially 

suitable in modelling and predicting heart disease as the disease 
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associated with various unknown and uncontrollable factors. One of 

the fuzzy regressions, namely, possibilistic linear regression with least 

squares (PLRLS) method was applied in the study as the modelling 

procedure. The predicted values from the fuzzy regression model and 

the actual values of the validation data set were within the upper          

and lower approximation models, which indicated the possibility of 

the prediction of heart disease through PLRLS method. 

1. Introduction 

Heart disease is one of the leading diseases in the world which causes a 

large number of deaths annually. Disorders in heart condition refer to heart 

disease. Heart attack, coronary heart disease, congestive and congenital heart 

disease are the common types of heart disease [1]. Quitting smoking, 

reducing cholesterol levels, maintaining blood pressure, having a healthy 

diet, and engaging in exercises are considered as preventive measures for the 

disease. The chest pain is the most common symptom of the disease. It is 

important to reduce the risk factors in order to reduce the prevalence for the 

heart disease. The aim of this study is to investigate the relationship of heart 

disease with physical activity and smoking. The physical activity refers to 

movement in the body that expends energy. Common physical activities 

include walking, cycling (biking), doing sports, etc. One in five deaths in 

U.S. related to smoking [2]. Smoking is a bad habit that causes heart disease. 

Reducing physical inactivity and smoking will add years for lives. 

Regression analysis is one of the key areas in statistics that can be utilized           

in finding the relationship of heart disease with associated risk factors. The 

multiple linear regression develops the relationship using more than one 

independent variable. The coefficients of the regression model are usually 

estimated by using the ordinary least squares method which minimizes the 

error represented by the actual and fitted values of the output variable. Fuzzy 

linear models deal with vague and imprecise information in order to 

represent better models [3]. Fuzzy regression is an application of fuzzy 

platform for conventional regression analysis. Fuzzy regression analysis 

gives a fuzzy relationship between dependent and independent variables 
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which represents vagueness in the data. The input data may be crisp values 

or fuzzy numbers whereas the conventional ordinary least squares regression 

can handle only crisp measures. The model output is in the form of fuzzy 

representative which has lower and upper approximation models to represent 

the fuzziness of the output. Fuzzy models are especially suitable in 

modelling and predicting heart disease as the disease associated with various 

unknown and uncontrollable factors. Numerous fuzzy regression procedures 

are available in theory which would address input/output variables as fuzzy 

numbers or crisp measures. In this study, one of the fuzzy regression 

approaches: possibilistic linear regression with least squares (PLRLS) 

method was applied as the modelling procedure. Pavel and Jaroslav in [4] 

stated that fuzzy regression is an alternative efficient approach for 

conventional statistical regression and summarized theories behind various 

fuzzy regression approaches. Romero et al. in 2019 illustrated the advantages 

of fuzzy logic-based approaches in modelling vector-borne diseases [5]. This 

study analyzes the relationship of heart disease with physical activity (biking 

to work) and smoking using PLRLS method. 

2. Materials and Methods 

Data for the study consists of heart disease (% of population), biking to 

work (% of population) and smoking (% of population) in 498 cities. The 

data set is freely available in R software under name ‘heart’. Analysis is 

done using R software package [6]. Last 5% of the data (25 observations) 

were used to validate the PLRLS method and rest of the data for model 

development. 

2.1. Fuzzy number 

Fuzzy numbers can be defined on uncertainty situations and applicable 

in any scenario where imprecise information is involved. Suppose a real 

value number x belongs to the fuzzy set B, with a degree of membership 

which ranges from 0 to 1. The degrees of membership of x are defined by the 

membership function: 
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   ,1,0:  xxB  where   0 xB  (1) 

means that the value of x  is not included in the fuzzy number B while 

  1 xB  (2) 

means that x  is included in B. 

2.2. Triangular fuzzy number (TFN) 

TFN is a special class of fuzzy numbers which has three parameters. One 

of the parameters is for the central value where the degree of membership        

is equal to 1. The others are for left spread and right spread of the data. If the 

left spread is equal to the right spread, then it is defined as a symmetric 

triangular fuzzy number. A triangular fuzzy number is depicted in the 

following (Figure 1). 

 

Figure 1. Triangular fuzzy number. 

2.3. Fuzzy regression 

Fuzzy regression is an application of fuzzy platform for conventional 

regression analysis. Fuzzy regression analysis gives a fuzzy relationship 

between dependent and independent variables where vagueness is present in 

the data [7]. The input data may be crisp values or fuzzy numbers whereas 

the conventional ordinary least squares regression can handle only crisp 

measures. When the output is in the form of fuzzy representative, then there 

is a chance to obtain lower and upper approximation models which represent 

the fuzziness of the output. 



Fuzzy Linear Regression: An Application to Heart Disease 223 

2.4. Possibilistic linear regression with least squares (PLRLS) method 

This is one of the methods available under the fuzzy regression 

techniques. This method was proposed by Tanaka and Lee in 1999 [9] to 

deal with crisp inputs and fuzzy output. This method fits the model which 

compromises spreads and the central tendency by using the possibility and 

the least squares approach [8]. The input data represents crisp measures and 

the model output is in the form of non-symmetrical triangular fuzzy number. 

The basic idea of the method is to minimize the fuzziness of the model 

by minimizing the total spread of the fuzzy coefficients subject to including 

all the given data. The least squares application minimizes the distance 

between the output and the actual observed output. The general fuzzy 

regression model is given as: 

,110 nnxAxAAY  L  

where Y is the fuzzy output, niAi ,,2,1;   are the fuzzy coefficients, 

and 1x  to nx  are non-fuzzy input variables. Fuzzy coefficients are assumed 

as triangular fuzzy numbers. The ‘PLRLS’ function available in ‘fuzzyreg’ 

package of R can be used to fit the method. 

3. Results and Discussion 

The relationship of heart disease (% of population) and biking to          

work (% of population) is depicted in Figure 2 whereas that is for smoking 

(% of population) is depicted in Figure 3. The graphical representations of 

variables show that there is a linear relationship between the variables. 

Pearson’s product-moment correlation of heart disease and biking to 

work is 0.935 (p value < 2.2e-16) and heart disease and smoking is 0.309       

(p value < 1.72e-12). Therefore, there is a significant correlation between 

variables at 5% significance level and hence worth to model the variables. 

Density curve of the dependent variable (heart disease) is shown in Figure 4 

and it is apparently normally distributed. 
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Figure 2. The scatter plot of heart 

disease and biking to work. 

Figure 3. The scatter plot of heart 

disease and smoking. 

 

Figure 4. Density curve of the dependent variable. 

 

Figure 5. Output of the PLRLS method. 

The VIF values of biking to work and smoking are 1.0001 and 1.0001, 

respectively. Hence, there is no multicollinearity. Last 5% of the data (25 

observations) were used to validate the PLRLS method and rest of the data 

for model development. The PLRLS model is provided in Figure 5. The 

central tendency with left and right spreads determines the support interval 

of predictions. Upper approximation model from the right spread and lower 
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approximation model from left spread can be obtained to reflect the 

fuzziness of the heart disease in cities. 

Residual analyses of the center model of PLRLS model are shown in 

Figure 6 to Figure 8. Figure 6 shows that there is no heteroscedasticity in 

residuals. Further, Shapiro-Wilk normality test confirmed the normality of 

residuals at 5% significance level (p value = 0.2735). 

  

Figure 6. Residuals vs fitted values of 

the center model. 

Figure 7. Histogram of residuals of 

the center model. 

 

Figure 8. Probability plot of residuals of the center model. 

Figure 9 shows the results of the validation set. The predicted values of 

the fuzzy regression model and actual reported frequency of heart disease are 

within the lower and upper approximation models indicating the possibility 

of prediction through the fitted fuzzy regression model. Therefore, fitted 

fuzzy regression model can be used to predict frequency of heart disease in 

cities. 
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Figure 9. The validation plot. 

4. Conclusion 

The aim of this study was successfully achieved which was to analyze 

the relationship of heart disease with physical activity and smoking. One             

of the fuzzy regressions, namely, possibilistic linear regression with least 

squares (PLRLS) method was applied in the study as the modelling 

procedure. Last 5% of the data were used to validate the model. The 

predicted values from the fuzzy regression model and the actual values of the 

validation data set were within the upper and lower approximation models, 

indicating the possibility of the prediction of heart disease through PLRLS 

method. The upper and lower approximation models show the fuzziness          

of the center model which is useful in deciding possible deviations of           

the output (frequency of heart disease). Fuzzy regressions provide useful 

insights for the conventional regression procedures and applicable in any 

area where exact predictions are not essential. 
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