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Abstract — Drug abuse has been identified as a 
global health issue. It can be identified as one of the root 
causes of destroying peoples’ lives and souls. This has a 
huge impact on their academic performance as well as 
the productivity of their lives. This study has explored 
the factors affecting the misuse of recreational drugs 
among university students. The main objective of the 
study was to identify the relationship between 
demographic factors and the misuse of recreational 
drugs among the students of the Faculty of Science of 
the University of Kelaniya. Data were collected through 
an online questionnaire survey. Snowball sampling was 
used as the sampling technique. A descriptive analysis 
was performed and a binary logistic regression, 
Support Vector Machine (SVM), and Probabilistic 
Neural Network (PNN) were used to evaluate the best 
statistical model to predict drug usage. Participants 
included 220 students from the Faculty of Science of the 
University of Kelaniya. The descriptive analysis showed 
that male drug usage was higher than female drug 
usage. Also, the drug consumption of the third-year 
students was higher than the other students. Students 
whose parents were illiterate showed a higher value of 
drug consumption than the other students. Also, the 
drug usage among the students who lived in the hostel 
was significantly higher than the others. It was also 
revealed that the most commonly used drug is alcohol. 
Among the fitted models, SVM Non-Random spilt 
model showed the highest accuracy (93.1818%) in 
predicting drug usage. Based on the results, gender, 
religion, year of study, involvement of a part-time job, 
participation in the sports activities, financial support 
from bursary or mahapola, mother’s education level, 
father’s occupation, ethnicity, marital status of the 
parents were identified as the associated factors of the 
drug usage among the students.     

Keywords — Alcohol, Drug abuse, Drug usage 

I. INTRODUCTION 
Human beings have had a deep connection to their social 

environment since past time, and have therefore maintained 
an intimate, cooperative, and long-term relationship with 
one another. As can be seen throughout history, people 
adapted and coordinated themselves to achieve their 
common goals, and this generally resulted in positive and 
desired outcomes. Globalization has fundamentally altered 
the essence of traditional society, transforming it into a 
tangle of contradictions unlike anything seen before in any 
conventional society. These changes and complexities have 
resulted in, and continue to result in, a variety of social 
issues among citizens. Teenage pregnancy, drug addiction, 
poverty, domestic violence, child abuse, trafficking, traffic 
accidents, divorce, and crime are only a few examples of 
today's social issues, many of which have negative 
implications for individuals and communities. Drug abuse 
has recently emerged as one of the world's most significant 
social issues. This problem hasn't an age limit. In every age 
limit, people are addicted to this matter. Substance abuse 
among youth is a huge problem. University students are 
facing this problem at that moment. The majority of drug 
users will argue that using drugs is a personal matter and 
that their actions affect only them and not others. Everyone 
knows, however, that it is not as easy as the drug addicts 
say. It is a well-known fact that drug addiction influences 
not only drug users, but also their families, culture, and 
world. Drug abuse is not a straightforward issue that just 
affects a few people. It is a multi-faceted, all-encompassing 
social phenomenon that affects almost every country in the 
world. Drug misuse and addiction are not new occurrences. 
Millions of people all over the world have lost control of 
their lives as a result of drug addiction. In particular, illegal 
drug use has increased dramatically across the world in 
recent decades. Many people have begun to use drugs 
without realizing the harmful effects that these substances 
can have on their own lives and the lives of their 
dependents. In the origin, People only used drugs on rare 
occasions at first, and they were capable of handling 
themselves in unusual circumstances. However, the scene 
has gradually changed as drugs have taken hold of people's 
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lives and made them believe they could not survive without 
them. Drug abuse has enslaved a large portion of the 
population in many countries around the world today, 
which is tragic. Drug addiction has now been added to the 
list of social problems, and it is particularly noticeable 
among the poor, and working population of Sri Lanka.[1] 

This research has explored the Relationship between 
Demographic Factors and Misuse of Recreational Drugs 
among the Students of the Faculty of Science of the 
University of Kelaniya.   The demographic factors of the 
students were considered for the analysis. Namely, Gender, 
Ethnicity, Religion, Accommodation place, Marital status 
of parents, Life status of parents, Father’s Occupation, 
Father’s Education Level, Mother’s Education Level, 
Scholarship status, Engagement of the part-time jobs, 
Engagement in sports activities, Accommodation place and 
year of study at university. These factors were identified by 
studying the relevant research papers. These variables were 
used to find the determinants of drug usage and to develop 
a statistical model to predict drug usage 

II. OBJECTIVES 
The main objective of this study was to identify the 

relationship between demographic factors and misuse of 
recreational drugs among university students. Also, this 
study helped to identify the present situation of drug 
addiction among the Students of the Faculty of Science of 
the University of Kelaniya, Which year university students 
more use drugs, Investigate the drug abuse of students who 
participates in sports, Investigate the drug abuse of students 
who do a part time job, Develop a statistical model to 
predict the drug usage, Identify the types of drug currently 
being used by university students, their involvement in 
multiple drug misuse and drugs combinations, To 
determine the frequency of drug abuse in a sample of a 
university student. And also, the demographic variables 
were used to find the determinants of the drug usage and to 
develop a statistical model to predict the drug usage.  

III. METHODOLOGY 
 In this study gender, ethnicity, religion, marital status 
of parents, life status of parents, father education, mother 
education, father occupation, accommodation, year, the 
status of the scholarships (Mahapola/bursary), engagement 
in a part-time job, and engagement in sports were used to 
find out the influence on the drug usage of the university 
students. All the outputs of the research are obtained with 
the use of Minitab, SPSS, and MATLAB software. A 
sample of 220 students who are studying at the Faculty of 
Science of the University of Kelaniya was used in this 
research. The sample was obtained with the use of the 
Snowball Sampling procedure. A descriptive analysis was 
carried out to check the composition of the sample. 
Correlation analysis was conducted using the Chi-square 
test in order to find out the most influential factors of drug 
usage. After checking the association between the 
independent variables and the dependent variable, the 
following variables were identified as they were having a 

significant association with the response variable. Gender, 
Religion, Father’s Occupation, Year of study, Engagement 
in a part-time job, Engagement in sports activities. These 
variables were used to fit the binary logistic regression 
model in order to predict drug usage. Since the VIF for all 
independent variable were less than 10 multicollinearity 
was identified among the independent variables. Support 
Vector Machine (SVM) random split and nonrandom split 
data divide method and Probabilistic Neural Network 
(PNN) random split and nonrandom split data divide 
methods were used to evaluate the best statistical model to 
predict drug usage. The polynomial kernel function has 
been chosen as the optimal kernel function in the SVM. 0.1 
was the optimal spread parameter in the PNN. Model 
diagnostic analysis was carried out to check the accuracy 
of all the fitted models. 

IV. RESULTS AND DISCUSSION 
According to the fitted binary logistic regression model, 

male drug usage is 2.008 higher than the females. For 
students who are doing a part-time job their drug 
consumption value is higher at 1.564 than the students who 
are not doing a part-time job. Drug consumption of the 
students who are engaged in Sports is 0.493 times higher 
than a student who is not doing sports. Third-year students’ 
drug consumption and second-year students’ drug 
composition are higher than the fourth-year students’ drug 
composition. As a value, it is 1.289 times and 0.066 times 
respectively. Third-year students’ drug consumption is 
1.494 times higher than first-year students. Drug usage of 
Hindu students is 2.946 times higher than the drug usage of 
Muslim students and 1.411 higher than Buddhists. 
Christian students’ drug consumption is 2.079 times higher 
than muslin students’ drug consumption. The students 
whose father works in the private sector have used drugs 
1.328 times higher than students whose father is 
Unemployed (base category). 
According to the Table 1, we can conclude that the Gender, 
Part-time job variable (Do you do any part-time job?), Year 
3, Hinduism (Religion), variables are significant in the 
fitted model. Since they are positively correlated, they have 
a positive association with students’ drug usage after 
controlling other variables.  

 Based on the results of binary logistic analysis Gender, 
part-time job, Year 3, Hinduism (Religion) variables are the 
only influenced factor for drug usage from the final model 
with the accuracy of 79.1% correctly classified. 
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Table 1: Variable in the Equation Table  

 Then fitted the support vector machine to the data set. 
First, we divide the data set-in two-part training set and 
testing set. In the analysis below the two sets are divided as 
80% training set and 20% testing set. Artificial Neural 
network modeling has been carried out using MATLAB 
mathematical software. To measure the performance using 
a classification matrix. First, we divide the whole data set 
nonrandom split. This data set has fourteen variables. 
Firstly, label the demographic variable Gender(G), 
Ethnicity(E), Religion(R), Marital Status of Parents (MS), 
Life Status of Parents (LS), Father Education (FE), Mother 
Education(ME), Father Occupation (FO), 
Accommodation(A), Bursary/Mahapola (BM), Part-time 
job(P), Sports(S), Year(Y). Then remove one by one 
variable and checked the accuracy. Then checked the most 
accurate input combination by removing one by one 
variable out of fourteen variables. Father Occupation, Part 
time job, Mother Education, Religion, Marital Status, 
Sport, Year, Gender, Ethnicity and student have a bursary 
or mahapola variables were included most accuracy input 
combination model. Then did the parameter adjustment of 
this model. There are many Kernel Functions that can be 
used in support vector machine. Polynomial, Gaussian, Rbf 
(Radial Basis Function), Linear kernel are the most 
commonly used Kernel Function. When the Kernel 
Function change while all other factors are Keep Constant. 
Gaussian Kernel Function and Rbf Kernel Function have 
the almost same performance in this SVM. All the other 
kernel function performance was lesser than the 
polynomial kernel function performance. Therefore, the 
polynomial Kernel function has been chosen as the kernel 
function in the SVM. After changing the kernel function in 
the SVM final model has included the polynomial kernel 
function and Father Occupation, Part time job, Mother 
Education, Religion, Marital Status, Sport, Year, Gender, 
Ethnicity and student have a bursary or mahapola input 
variables. 
Table 2. Overall performance of SVM Non-Random Split model 

Accuracy Misclassification Precision Recall F-
measure 

93.1818 6.82 0.89 0.94 0.91 
 

 
Fig. 1. Classification Chart 

1-Not Use Drug, 2- Drug Use 

This is the classification matrix of the optimum model 
Out of the training data set, the model predicts the 25 
students are not using the drug. They are actually not drug 
use students. And also, the model predicts that 16 students 
are used drug. They are actually drug used students. The 
model predicts the two students are not used drugs. But 
actually, they have used drugs. And also, the model predicts 
the one student who used a drug. But actually, this student 
not used the drug  

Then checked the SVM model by using the random split 
data dividen method. This method firstly identified the 
most accurate input combination. Removed one by one 
variable in the full model and checked the accuracy. Then 
we identified the less accurate variable in the full model. 
Accommodation(A), Life Status of Parents (LS), 
Ethnicity(E), Father Occupation (FO), Marital Status 
Parents (MS) variable have the lowest association in this 
SVM random split data dividen model. Then removed the 
lowest association variables combination. Checked the 
highest accuracy model. Father Occupation (FO), Marital 
Status of Parents (MS), Religion(R), Mother Education 
(ME), Sport(S), Student who have Bursary or Mahapola 
(BM), Part-time job(P), Gender(G), Year(Y) Variables 
were included highest accuracy random split support vector 
machine model. Then did the parameter adjustment of this 
model. There are many Kernel Functions that can be used 
in support vector machine. Polynomial, Gaussian, Rbf 
(Radial Basis Function), Linear kernel are the most 
commonly used Kernel Function. When the Kernel 
Function change while all other factors are Keep Constant. 
Gaussian Kernel Function and Rbf Kernel Function have 
the almost same performance in this SVM. All the other 
kernel function performances are lesser than the 
polynomial kernel function performance. Therefore, the 
polynomial Kernel function has been chosen as the kernel 
function in the SVM. After changing the kernel function in 
the SVM final model has included the polynomial kernel 
function and Father Occupation, Part time job, Mother 
Education, Religion, Marital Status, Sport, Year, Gender 
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and student have a bursary or mahapola input variables. 
The below table shows the performance statistic of the 
fitted model. 

 
Table 3. Overall performance of SVM Random Split model 

Accuracy Misclassification Precision Recall F-
measure 

77.95 22.05 0.82 0.82 0.82 

  

Then fitted the Probabilistic Neural Network model to 
the data set. First, we divide the data set-in two-part training 
set and testing set. In the analysis below the two sets are 
divided as 80% training set and 20% testing set. Artificial 
Neural network modeling has been carried out using 
MATLAB mathematical software. To measure the 
performance using a classification matrix. 

This data set have fourteen variables. In this section to 
identify what are optimum input combination. Firstly, label 
the demographic variable Gender(G), Ethnicity(E), 
Religion(R), Marital Status of Parents (MS), Life Status of 
Parents (LS), Father Education (FE), Mother Education 
(ME), Father Occupation (FO), Accommodation(A), 
Bursary/Mahapola (BM), Part-time job(P), Sports(S), 
Year(Y)these inputs were presented to the network in 
different combinations and the optimum combination of 
inputs. Performance measures were used to identify the 
best input combination. All the other factors and 
parameters in the network were kept constant during the 
training process. Marital Status of Parents, Sports, Gender, 
Religion, Life Status of Parents, Student have Bursary or 
Mahapola, Year these inputs variables were identified 
highest accuracy model. PNN has only one parameter 
adjustment. It is the spread parameter. After getting the 
optimum input combination model then we changed the 
spread parameter. The spread parameter should be near 
zero. Because The network performs the function of the 
closest neighbor classifier. As the spread widens, the 
designed network considers many nearby design vectors. 

 
Table 4. Performance of different Spread Parameter in PNN For Non-
Random Split 

 
Sprea

d 

Accurac

y 

Misclassificatio

n 

Precisio

n 

Recal

l 

F-

measur

e 

0.1 90.91 9.09 0.93 0.82 0.88 

0.2 90.91 9.09 0.88 0.88 0.88 

0.3 90.91 9.09 0.88 0.88 0.88 

0.4 90.91 9.09 0.88 0.88 0.88 

0.5 90.91 9.09 0.88 0.88 0.88 

 
According to the above table, we can conclude that the 

optimal model is the first model. This model spread 
parameter 0.1 and it has the highest Precision than the other 

model. All the models have the same accuracy and 
misclassification rate. After increasing the spread 
parameter to 0.1 all the performance values are the same. 

Changing the spread parameter in the PNN final model 
has included the polynomial 0.1 spread parameter and 
Mother Education, Religion, Life Status of Parents, Sport, 
Year, Gender and student have a bursary or mahapola input 
variables. The below table shows the performance statistic 
of the fitted model. 
Table 5. Overall performance of PNN Non-Random Split model 

Accurac

y  

Misclassificatio

n 

Precisio

n 

Recal

l 

F-

measur

e 

90.9091 9.09 0.93 0.82 0.88 

 

 
Fig. 2. Architecture of the PNN for Random Split data set 

 

 
Fig.3. Confusion Chart 
1-Not Use Drug, 2- Drug Use 
 
 This is the classification matrix of the optimum model 
Out of the training data set, the model predicts the 26 
students are not using the drugs. They are remove actually 
not drug use students. And also, the model predicts that 14 
students are used drugs. They are actually drug used 
students. The model predicts the three students are not used 
drug. But actually, they have used drugs. And also, the 
model predicts the one student who used a drugs. But 
actually, this student not used the drug. 

 Then fitted the PNN model by using the random data 
split method. This method firstly identified the most 
accurate input combination. Removed one by one variable 

ISSN 2756-9160 Page 175



 
 

 
 
 
 

    
 

INTERNATIONAL CONFERENCE ON ADVANCES IN TECHNOLOGY AND 
COMPUTING (ICATC-2021) 

Faculty of Computing and Technology (FCT), University of Kelaniya, Sri Lanka 
18th December 2021 

in the full model and checked the accuracy. 
Accommodation(A), Part time job(P), Year(Y), Sport(S), 
Religion(R), Marital Status of Parents (MS), Gender(G) 
and Year(Y) Variables were included highest accuracy 
model. This model includes only eight variables out of 
fourteen variables. 
Table 6. Performance of different Spread Parameter in PNN For Random 
Split 

Spread AA AM AP AR AF 

0.1 76.82 23.18 0.82 0.80 0.81 

0.2 76.82 23.18 0.83 0.79 0.81 

0.3 73.18 26.82 0.81 0.76 0.78 

0.4 73.18 26.82 0.80 0.78 0.78 

 

 According to the above table, we can conclude that the 
optimum spread parameter 0.1. This model has high 
Average Accuracy (AA), Average Misclassification (AM), 
Average Precision (AP), Average Recall (AR)and Average 
F-measure (AF).  

 Changing the spread parameter in the PNN final model 
has included the polynomial 0.1 spread parameter and 
Accommodation, Religion, Marital Status of Parents, 
Sport, Year, Gender, Part-time job and Farther Education 
input variables. The below table shows the performance 
statistic of the fitted model. 
Table 7. Overall performance of PNN Random Split model 

Accuracy  Misclassification Precision Recall F-

measure 

76.82 23.18 0.82 0.80 0.81 

 
 According to the above four models, we can conclude 
that the Non-Random split method model accuracy is 
higher than the Random split method. support vector 
machine non-random split method accuracy (93.1818%) is 
higher than the SVM random split (77.9545%), 
probabilistic neural network random split (90.9091%) and 
non-random split method (76.8182%). According to the 
SVM random and non-random split method, both two 
models include the same dependent variable there is father 
occupation, part-time job, mother education, religion, 
marital status, sports, year, gender and student have a 
bursary or mahapola. But SVM non-random split has 
included one extra variable it is student ethnicity. And also, 
according to the probabilistic neural network random split 
and non-random split method, both models have the same 
dependent variable there are religion, sport, year and 
gender. Then we consider all four models have the same 
dependent variable there are religion, sport, year, gender 
variables. Finally, we conclude that the most suitable and 
accurate model support vector machine (SVM) non-
random split data dividend method. It has high accuracy 
and a low misclassification rate. It is correctly classified 
than the other model, a student who have used drug and a 
student who has not used. 

 

Table 8. Model Comparison 

Model Accuracy 

Binary Logistic Model  79.1% 

Support Vector Machine Random Split 

Model 

77.95% 

Support Vector Machine Non-Random 

Split Model 

93.18% 

Probabilistic Neural Network Random 

Split 

76.83% 

Probabilistic Neural Network Non-

Random Split 

90.91% 

 

    According to the Binary Logistic, SVM and PNN non-
random split statistical model, SVM Non-Random spilt 
model is the highest accuracy (93.18%) model to classify 
the drug usage. Based on the result, gender, religion, year, 
does the student do any part-time job? Do the student 
participants in the sports activities? does the student have a 
bursary or Mahapola? Mother’s Education Level, Father’s 
Occupation, Ethnicity, Marital Status of Parents were in 
influenced factors for student drug usage. 

V. CONCLUSION 
 In this research, I have studied the Relationship 
between Demographic Factors and Misuse of Recreational 
Drugs among the Students of the Faculty of Science of the 
University of Kelaniya.   The demographic factors of the 
students were considered for the analysis. Namely, gender, 
ethnicity, religion, accommodation place, marital status of 
parents, life status of parents, father’s Occupation, Father’s 
Education Level, Mother’s Education Level, Does the 
student has a bursary or Mahapola? Does the student do any 
part-time job? Does the student participants in the sports 
activities? Accommodation place and year of study at 
university. This is a survey-based study. Data were 
collected by using a questionnaire. The Snowball sampling 
technique was used to collect the data.220 students were 
respondents to this questionnaire. Out of 88-drug use 
respondents, 13.6 % female respondents and 55.4 % male 
respondents, according to that result, male drug usage is 
more than female drug usage. Burger students have used 
more drug than the other students and according to their 
religion. Hinduism students have used drug higher than the 
other students. The student whose parents are Divorced has 
a higher value of drug consumption than the other students 
and the students whose parents are Both Dead have a higher 
value of drug consumption than the other students. 
According to these two results, we can conclude that parent 
life status and marital status highly impact student drug 
consumption. furthermore, Students whose parents are 
Illiterate have a higher value of drug consumption than 
other students. we can conclude that parents’ education 
status is an important factor in student drug consumption. 
The students whose father works in the private sector have 
used drugs higher than the other students. The students who 
live in the hostel have used drugs higher than boarding and 
home and students who have bursary used drugs higher 
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than those who don’t have bursary and Mahapola. And 
also, the students who are doing a part-time job and 
students who have participated in sports used drugs higher 
those who are not doing a part-time job and have not 
participated in a sport. Third-year students’ drug 
consumption is higher than the other year student. The 
majority of the students do not use any drug (75.9%). And 
most commonly used drug is alcohol.  

 Binary Logistic regression fitted model male drug 
usage is 2.008 higher than the females. For students who 
are doing a part-time job their drug consumption value is 
higher at 1.564 than the students who are not doing a part-
time job. Drug consumption of the students who are 
engaged in Sports is 0.493 times higher than a student who 
is not doing sports. Third-year students’ drug consumption 
and second-year students’ drug composition are higher than 
the fourth-year students’ drug composition. As a value, it is 
1.289 times and 0.066 times respectively. Third-year 
students’ drug consumption is 1.494 times higher than first-
year students. 

 According to the fitted Binary Logistic regression 
model, Support Vector Machine and Probabilistic Neural 
Network non-random split and random split statistical 
model, SVM Non-Radom spilt model is the highest 
accuracy (93.18%) model to correctly classified the drug 
usage. In this model use the polynomial kernel function. 
Out of the training data set, the model predicts the 25 
students are not using the drug. They are remove actually 
not drug use students. And also, the model predicts the 16 
students are using the drug. They are actually drug used 
students. The model predicts the two students are not used 
drugs. But actually, they have used drugs. And also, the 
model predicts the one student who used a drug. But 
actually, this student not used the drug. Based on the result, 
gender, religion, year, student engage part-time job, student 
participants in the sports activities, student have a bursary 
or Mahapola, Mother’s Education Level, Father’s 
Occupation, Ethnicity, Marital Status of Parents were in 
influenced factors for student drug usage. 

This study is a sensitive case study because of that, I 
have faced a huge problem in the data collection part. Lots 
of time was spent on the data collecting part. This research 
is limited to the Faculty of Science, University of Kelaniya. 
This study is does not apply to students outside of this 
designation. This research can be extended to the whole 
University system to draw more accurate results.  
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